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Disclaimer

Any reference to products, services, tools, etc., during this presentation is for
lllustrative purposes only.

| make no statement - positive or negative - about any of them.



Outline

Al basics - how do machines make decisions?
Generative Al - how does that work?

Pitfalls and challenges

Use cases

Abuse cases

What’s next?

Resources




Al - a definition

OECD

“a machine -based system that , for explicit or implicit objectives, infers , from
the input it receives, how to generate outputs such as predictions, content,
recommendations, or decisions that [can] influence physical or virtual
environments”



How do we get a machine to make
decisions?






Rules

e Symbolic Al: state the rules

e Connectionist Al; find the rules from data

Finding rules = creating a model



An example: loan application decision making

feature feature
sex age

customer_id monthly_income credit_score default
32345234 m 23 2300 300 y
57267881 f 45 2850 570 n
36784353 f 56 3760 680 n
52452678 m 44 2900 430 n
56256247 m 71 2100 460 y

:] inputs

[ output




Can we find a rule to predict credit risk?

sex

age

Will pay (y/n) ]

income

Credit score

: Is there some magical way of

“~.__: combining the inputs to get the

right output, for most of the
known data?
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e.g. if (O(sex) + .5(age) + .7(income) + .3(credit score)) > 125 then approve



“Training”= finding the best parameters

/ Give the \

weights a
random

(

value

Set the error

\_rate to 100% /

{
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weights into
the algorithm
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Adjust the
weights in
the right
direction
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rate getting No
better?
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A 4
Yes We’ve found
the best
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for this
algorithm




Types of connectionist Al



Within those categories, two approaches:

Shallow Learning Deep Learning
e Simple patterns and rules e Complex patterns and rules
e Smalldatasets e Large datasets

e Decisions are generally explainable e Decisions are not generally explainable




Deep Learning - simplified



The Neuron - a little digital decision maker

The inputs/ The An “activation
. features : weights function”
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)[ Input d
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A Neural Network

Input layer hidden layers

(can have
thousands of
neurons!)

Output layer
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How are these weights? \

Not bad, but improve here “back propagation”

A







Image data
(every blue dot is a little box’s colour numbers)

Many hidden layers
Prediction
classes

cat
deer
dog
e %
L7 "’7"\ frog
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How are these weights?

A

Not bad, but improve here



How a neural network learns

e Feed it many examples!

e The learning: back propagation , which iteratively adjust weights  for
each neuron, using an error rate as a guide.

e KEY TRICK Initialize each of the hidden layer neurons with different
initial weights . This enables the neural network to capture many different
data characteristics and their patterns.

That’s it!



Generative Al

e Create new content from a neural network created model.

Three types:

e Generative Adversarial Networks  (images, video and audio, with
descriptive text)

e Diffusion models (images, video and audio, with descriptive text)

e Large Language Models (text)



Generative Adversarial Network

Real data
Batch of Discriminator Synthetic
Generator fake and (does this fake data instance
real data look real?)

No

Error info



From 10 to 100 learning cycles (“epochs”)
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Controllable GANSs



Diffusion based models






Large Language Models



What is a Large Language Model?

e Another neural network implementation
e Trained to predict the (next) word in the context of other words
e But these models have an apparent capacity to do more than that ...

Abilities:

question answering

(some) mathematical reasoning
computer programming

(some) logical reasoning



Modeling language - an example

Avery small dataset of four sentences:

“The|cat sat on|the mat.”

“The dog sat on the log.”
“The cat and the dog are friends.”

“The log is on the mat.”

= the “context window”




Calculate the co-occurrence within the context window



Train a model to predict this word co -occurrence:

The words

Hidden layer
(weights)

The co-occurence
values



Once done, every word has a list of weights

These weights represent “how ” the word co-occurs with other words in the
vocabulary. For example:

cat: {0.334, 0.551, 0.003, 0,6642, 0.060}

This is called an embedding vector. It has some cool properties.






We can do “conceptual math” with words

Czech + currency = koruna
Vietnam + capital = Hanoi
German + airlines = Lufthansa
French + actress = Brigitte Bardot



Adding more nuance: the “attention” layer

e Away to add to embeddings (“changing their direction” slightly), to
emphasize key linguistic contextual nuances of the text so far.

RN




Making it more human: RLHF

e Reinforcement Learning from Human Feedback
e Training the LLMto be more human in its responses, including values and
norms.



Better answers: “chain of thought” reasoning

e Prompting and processing which “guides” an LLMto solve a problem by
breaking down the reasoning into a series of logical steps, mimicking
human-like reasoning.

e The modeltries to identify logical problem solving step components in a
prompt and then seeks to solve these iteratively with the output of a step
being added as context for the next step.



Pitfalls and Challenges



Transparency and Explainability

We understand the framework, but not how
it achieves what it does.



Accuracy is not correctness

e Current models are generally only evaluated by their accuracy on held-out
test data.



Lack of rigour In
the model
building process

https://arxiv.org/pdf/2207.07048.pdf



https://arxiv.org/pdf/2207.07048.pdf

Every step carries risk of introducing error



Biases



Word prediction
IS not reasoning

“Hallucination™:

All an LLM does
IS hallucinate!






The “human” evaluation bias

“When a human sees an Al system perform atask , they immediately
generalize it to things that are similar and make an estimate of the
competence of the Alsystem; not just the performance on that, but the
competence around that,” Brooks said. “And they’re usually very over-
optimistic, and that’s because they use a model of a person’s
performance on atask .”



Use cases: text analytics

Better and faster local search

Document summarization and classification

Sentiment/ document similarity analysis

Topic specific information extraction

Automated compliance documents review and preparation
Etc., etc.



Agents

Autonomous task execution

e Customer support and engagement
e Workflow automation
e Toolintegration

Human task augmentation

e Human/agent collaboration (e.g., drafting legal documents, technical
specifications, and marketing materials)
e Personalized investment, financial, and business advice



Top 10 Gen Al use cases

https://hbr.orq/2025/04/how-
people-are-really-using-gen-
ail-in-2025
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https://aws.amazon.com/ai/generative -ai/nova/speech/
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https://www.youtube.com/watch?v=JcDBFAM9PPI



https://www.youtube.com/watch?v=JcDBFAm9PPI&t=72s







Abuse case

Several vectors:

e Lower barriers of entry  for many schemes (CaaS) and increased speed of
orchestration

e Greater accuracy in mimicking human behaviour (more effective
deception) and accurate personalization of victim targeting

e Frictionless scaling and automation of criminal activity

Some examples:



Bots



Al-powered phishing

Source: https://www.memcyco.com/how-can-ai-be-used-to-combat-phishing-attacks/
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Source: https://arxiv.org/pdf/2412.00586



https://arxiv.org/pdf/2412.00586

Deepfakes

Financial fraud (CEO impersonation)

Identify theft (opening bank accounts, filing tax returns)

KYCl/verification bypass (crypto account hacking)

Political misinformation (Al generated news anchors)

Fake employees (deepfakes in virtual job interviews)

Fake porn (over 90 per cent of deepfakes available online are non-

consensual pornographic clips of women)

Fake products

e Doctoring evidence (“malfunctioning” products and product liability
claims)

e FEtc.















Criminals used artificial intelligence-based software to impersonate a chief
executive’s voice and demand a fraudulent transfer of €220,000 ($243,000) in
March in what cybercrime experts described as an unusual case of artificial

intelligence being used in hacking.




Fake employees



Scam endorsements



https://unit42.paloaltonetworks.com/dynamics -of-deepfake-scams/



Selling fake "American Monetarvy Fund" (AMF) checks. which Americans can cash out for $10K after the 2024 US presidential elec tion






Fake products

https://www.bellingcat.com/resources/2025/03/25/detecting-ai-products/
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Fake social media content


http://drive.google.com/file/d/1eXCc2PQSJiOfZc4tuZPEQf3aykRbLns-/view

A compounding factor: Information Poverty

Information poverty : a condition where individuals lack the necessary skills,
abilities, or material resources to access, interpret, and apply information
efficiently.

e Driven by lack of access, information overload , and self-imposed
information deprivation

e Exacerbated by inadequate literacy and digital skills , limited
educational opportunities , and insufficient training

https://www.sciencedirect.com/science/article/pii/S2667096824000752
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Also: Epistemic Drift

e Misinformation inflation . With Al, almost any claim can be backed up with
convincing “proof”—fabricated images, fake quotes, synthetic witnesses.

e Trust outsourcing . Algorithms decide what is worth seeing. The old habit
of checking credibility for oneself begins to fade.

e Synthetic memory . Platforms curate collective memory by choosing what
to highlight and what to bury.

e Artificial intimacy . People are already forming relationships with Al
therapists, companions and influencers. These voices shape emotions and
norms, even though they are not part of human society.

https://www.outlookindia.com/international/the-silent-threat-of-ai-epistemic-drift






Deepfakes are a serious threat

The combined impact of information poverty and deepfakes poses a significant
challenge to maintaining the integrity of societal structures

Information poverty sets the stage for increased vulnerability to the harmful
effects of deepfakes.

“Without facts, you can’t have truth. Without truth, you can’t have
trust. Without trust, we have no shared reality, no democracy, and it
becomes impossible to deal with our world’'s existential problems.”

Nobel Laureate and Journalist Maria Ressa
(2021 Nobel Peace Price)



What's next?

e Narrow use case focused LLMs

e More capable “active” agents, with longer autonomous capacity

e Expanding integration with physical devices, e.g. smart home assistants,
Industrial robots, medical devices, etc.

e Inter/multi -agent cooperation

e High quality behavioural and physical world modeling - improved
capacity for “reflection” and long term memory






Take aways

Al is not going away. Train your team to understand the landscape.
Bad actors will use it, for all kinds of things. Stay on top of this.
Learn to understand and use it . Train or hire a data scientist.
Know the pitfalls, risks and threats . Use best practices.
Support regulatory guardrails

Contribute to the discussion and the solutions.



https://www.vanderlaan.ca/resources/artificial -intelligence
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